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A B S T R A C T

Although detectors currently perform well in well-light conditions, their accuracy decreases due to insufficient 
object information. In addressing this issue, we propose the Re-parameterization Forward Semantic Compen-
sation Network (RFSC-Net). We propose the Reparameterization Residual Efficient Layer Aggregation Networks 
(RSELAN) for feature extraction, which integrates the concepts of re-parameterization and the Efficient Layer 
Aggregation Networks (ELAN). While focusing on the fusion of feature maps of the same dimension, it also 
incorporates upward fusion of lower-level feature maps, enhancing the detailed texture information in higher- 
level features. Our proposed Forward Semantic Compensation Feature Fusion (FSCFF) network reduces inter-
ference from high-level to low-level semantic information, retaining finer details to improve detection accuracy 
in low-light conditions. Experiments on the low-light ExDark and DarkFace datasets show that RFSC-Net im-
proves mAP by 2% on ExDark and 0.5% on DarkFace over the YOLOv8n baseline, without an increase in 
parameter counts. Additionally, AP50 is enhanced by 2.1% on ExDark and 1.1% on DarkFace, with a mere 3.7 ms 
detection latency on ExDark.

1. Introduction

In recent years, object detection has made remarkable progress and 
has been widely applied in various fields. However, while most current 
detectors [1–5] achieve satisfactory detection performance under 
normal lighting conditions with abundant feature information, they 
exhibit poor detection accuracy in low-light or dark environments where 
feature information is insufficient. Low-light scenarios are an inevitable 
occurrence in practical situations, such as at night, on overcast or rainy 
days, and under shadow conditions. Therefore, it is particularly impor-
tant to enhance research on object detection in low-light environments.

In low-light conditions, the noise of the camera sensor increases 
significantly, resulting in a substantial decrease in image contrast. The 
gray level difference becomes smaller between the object and the 
background and affects the detection accuracy. In the process of forward 
propagation of images, multiple down sampling operations are per-
formed to obtain high-level semantic information. However, some 

information of image is lost during feature extraction. Due to noise and 
insufficient feature information, the detected objects are often mistaken 
for the background and considered invalid so that not learned. However, 
this information is crucial for the precise identification and localization 
of the objects. Therefore, we consider preserving feature information: if 
we minimize the discard of shallow feature information during forward 
propagation, will it significantly improve the accuracy of the detector? 
Following this guiding philosophy, we design the RFSC-Net forward 
semantic compensation network. The primary design concept is to 
continuously compensate for the lost shallow information in the higher- 
level feature maps during the forward propagation process of the feature 
extraction network. To mitigate the influence of high-level semantic 
information on low level semantic information, we reduce the fusion of 
high-level feature maps into low-level feature maps in the feature 
network. Additionally, to enhance the representational capability of 
feature maps while maintaining inference efficiency, we adopt multi- 
branch structure and re-parameterization techniques.
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Currently, the main stream real-time detection algorithms primarily 
adopt single-stage detectors, such as the YOLO [1–4,6–9] series, which 
are based on Convolutional Neural Networks (CNN). Simultaneously, 
detectors that integrate Transformers [5] and Mamba [10] are gradually 
being applied to real-time detection. These detection algorithms typi-
cally start by extracting features through a lightweight backbone 
[11–18], and then the resulting multi-scale feature maps are fed into a 
feature fusion network [19–22] for multi-scale feature fusion. A sub-
stantial amount of research indicates that the combined use of back-
bones and feature fusion networks can significantly enhance detection 
accuracy. The backbone initially extracts features from the original 
image, obtaining feature maps of different scales at various stages. These 
multi-scale feature maps are then fed into the feature fusion network for 
integrating features across different scales. The use of the feature fusion 
network markedly increases the detection precision, which is important 
for accurately obtaining the final object semantic information.

In the backbones of the aforementioned detectors, downsampling 
methods that increase the number of feature map channels are used to 
obtain features at different scales. After feature extraction is completed 
at each stage, the process moves vertically upwards to the next stage for 
further feature extraction. As the depth of the network increases, the 
network is able to capture higher-level semantic information. Under 
normal circumstances, semantic information extracted from low-level 
feature maps aids in the detection of small objects, information extrac-
ted from high-level feature maps is focused on the detection of large 
objects. Although this feature extraction method can capture the vast 
majority of valid information, it may lose some detailed information. 
Because, in the process of downsampling, higher-level semantic infor-
mation is obtained, and the most important information from the pre-
vious stage relative to the current stage is retained. To address this issue, 
we propose RSELAN to extract image features, which utilizes re- 
parameterization convolution to enhance the feature extraction capa-
bility of the network. It performs weighted fusion between adjacent 
scale feature maps to increase the effect of integration among them. 
Thus, more beneficial shallow semantic information is retained during 
the process of feature extraction.

In the existing feature extraction networks, the Feature Pyramid 
Network (FPN) [19] is the most widely used. FPN integrates adjacent 
feature maps through top-down upsampling and lateral connections, 
combining the characteristics of high-level feature maps with rich se-
mantic information and low-level feature maps with detailed spatial 
information, resulting in new feature maps that are enriched with more 
comprehensive semantic information. In order to give high-level feature 
maps more precise positional information, the Path Aggregation 
Network (PANet) [21] is developed based on the FPN. PANet has shown 
excellent performance across various datasets and is widely used in most 
detectors today. Adaptive Spatial Feature Fusion (ASFF) [22] filters the 
information from different feature maps, alleviating semantic conflicts 
caused by scale inconsistencies. Although ASFF can address the problem 
of conflicting information at the same location, when aligning high-level 
feature maps with low-level feature maps, the richer semantic infor-
mation in the high-level feature maps and the larger size of the objects 
make them easier to detect, leading to cases where the low-level feature 
maps consider the objects in the high-level maps as primary information. 
Moreover, because the objects in the high-level feature maps are large, 
there is also a situation where the objects in the high-level feature maps 
are considered as background by the low-level feature maps. In response 
to these issues, we propose a Forward Space Adaptive Compensation 
Feature Fusion Network (FSCFF), based on the integration of PA-FPN 
and ASFF. This method fully fuses high-level feature maps with low- 
level ones, conducting forward feature fusion for each layer. It only al-
lows low-level feature maps to adaptively spatially merge with high- 
level feature maps, preventing high-level features from dominating in 
the low-level feature maps.

To balance accuracy and real-time performance, we select YOLOv8n 
as the baseline model. We make modifications to its backbone and 

feature extraction networks to validate the effectiveness of the forward 
semantic compensation concept. For this purpose, we conduct extensive 
experiments. The experiments in this paper were conducted on the low- 
light dataset ExDark [23], where we used the detection results of 
YOLOv8n [4] as the baseline, and conducted extensive comparative and 
ablation studies on the backbone and feature fusion network of RFSC- 
Net. RFSC-Net has a 2% higher mAP than the baseline model on the 
ExDark dataset, and its AP50 is 2.1% higher than that of the baseline. 
Additionally, the inference latency per image is only 3.7 ms, while the 
number of parameters remains unchanged compared to the baseline 
model. To verify the generalizability of our model, we also conduct 
experiments on the COCO [24] and VOC [25] datasets, where the final 
mAP surpasses the baseline model by 1.9% and 2.5% respectively. On 
the small object dataset VisDrone [26], the mAP and AP50 exceed the 
baseline by 1.6% and 2.3% respectively. On the small object detection 
dataset DarkFace [27,28] under dark conditions, the mAP and AP50 are 
0.5% and 1.1% higher than the baseline model, respectively.

We summarize the work of this paper as follows:

• To address the issue of losing detailed information from shallow 
feature maps when backbone extracts features upward, we utilize re- 
parameterization convolution to enrich feature extraction. Addi-
tionally, we adopt a multi-branch structure to enhance the repre-
sentation ability of the network, designing RSELAN for image feature 
extraction.

• In order to solve the problem that the importance of correct object 
semantic information weakens due to the fusion of high-level feature 
maps and low-level feature maps, we propose FSCFF, which not only 
solves the aforementioned problem but also takes into account the 
semantic loss and full integration of high-level and low-level feature 
maps during forward propagation.

• Extensive experimental results on the ExDark dataset have shown 
that RFSC-Net surpasses many of the most advanced real-time 
detection networks under almost same parameter counts and 
computation conditions. Additionally, it also performs well on the 
COCO, VOC, VisDrone, and DarkFace datasets.

2. Related work

2.1. Multi-branch feature extraction

The concept of residuals proposed by ResNet [29] addresses the 
degradation phenomenon that occurs as deep neural networks deepen. 
By incorporating shortcut connections, a linear transformation is added 
to the nonlinear neural network, allowing the network to possess both 
linear and nonlinear transformation capabilities. This ensures that the 
network can more easily map back to the original data during back-
propagation. Under the guidance of residual thinking, a large number of 
efficient classification networks [11–15] have emerged. DenseNet [30] 
connects every feature map with a backward shortcut, achieving feature 
reuse. MobileNetV2 [11] and MobileNetV3 [12] introduced the inverted 
residual structure and the inverted residual structure augmented with 
Squeeze- and- Excitation (SE) [31]. ShuffleNetV1 [13] uses group 
convolution (GConv) and depthwise separable convolution (DWConv) 
to replace the standard 1 × 1 and 3 × 3 convolutions, respectively, and 
introduces a channel shuffle operation to facilitate intergroup infoma-
tion exchange. ShuffleNetV2 [14], building on the foundation of Shuf-
fleNetV1, proposes four efficient design principles, providing effective 
guidance for the design of neural network architectures. VoVNet [32] 
proposes a One-Shot Aggregation module (OSA) to remove a large 
amount of redundant feature information, retaining connections with 
distinct feature information, thereby reducing memory access costs and 
enhancing the detection performance of the model. CSPNet [33] splits 
the gradient flow, allowing it to propagate through different network 
paths, achieving a rich combination of gradients with low computational 
cost, and enhancing the learning capability of Convolutional Neural 
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Networks (CNN). ELAN [34] reduces the use of transition layers and 
increases the minimum gradient path length, thus allowing the network 
to maintain good accuracy even at greater depths. RepVGG [35] em-
ploys reparameterization for multi-branch training and single-branch 
inference, resulting in a high-performance, fast network. Building on 
the ideas of re-parameterization and ELAN, by incorporating a forward 
information compensation branch, we propose RSELAN, which com-
bines multi-branch with re-parameterization, featuring both lightweight 
and high-performance advantages.

2.2. Multi-scale feature fusion

FPN [19] has emerged as the predominant approach for multi-scale 
feature fusion. The top-down connections in FPN greatly enhance the 
representational capacity of feature maps. Following FPN, a large 
number of multi-scale feature fusion methods have emerged. PA-FPN 
[21] adds a topdown fusion path on the basis of FPN, integrating 
detailed information from lower-level features into higher-level fea-
tures. NAS-FPN [36] uses neural architecture search (NAS) to obtain 
more efficient feature fusion connection methods. RFB [37] increases 
the spatial distribution and eccentricity of receptive fields by simulating 
receptive fields of human vision. BiFPN [20] proposes the idea of effi-
cient bidirectional cross-scale connections and weighted feature fusion, 
merging high-level features with low-level features effectively. ASFF 
[22] proposes an adaptive feature fusion method to address the problem 
of inconsistent feature fusion scales. FPT [38] enables feature maps of 
different scale to capture non-local information of objects at various 
scales through self-attention mechanisms applied to different feature 
maps. DetectoRS [39] adopts the Recursive Feature Pyramid (RFP) to 
feed back fused features into the feature maps extracted by the back-
bone, achieving looking and thinking twice and utilizing a feedback 
mechanism to capture hidden information. Our proposed FSCFF in-
tegrates shallow features with deep features in the forward propagation 
process, which alleviates the problem of losing high-level semantic in-
formation in deep feature maps.

2.3. Real-time object detector

YOLO series detectors [1–4,6–9], the most widely used single-stage 
real-time detectors at present, which are mainly divided into two 
types: anchored and unanchored, and have always dominated the real- 
time detection mission. They generally use CSPNet [33] or ELAN [34] 
as the backbone for feature extraction of images. The images are pro-
cessed through a feature extraction network to obtain multi-scale 
feature maps, which are then fused across different scales using FPN 
or an enhanced version of FPN. Finally, the fused multi-scale feature 
maps are sent to the detection head for prediction. Anchor-based de-
tectors [1–5] use a coupled detection head for prediction, while anchor- 
free detectors [5,40] generally use a decoupled detection head. 
Recently, many end-to-end detectors based Transformers, such as DETR 
[40] and Deformable DETR [5], have emerged. They employ a bipartite 
graph matching algorithm to match each predicted object with a real 
label on a one-to-one basis, directly obtaining the category and location 
information of the object. This eliminates the time-consuming Non- 
Maximum Suppression (NMS) process in traditional object detection. 
However, these types of detectors converge slowly, and they require a 
large amount of computation and parameters, making the training very 
costly. Without corresponding pre-trained models, it is difficult to apply 
them in relevant fields. In the field of real-time detection, the DETR 
series can not yet replace the YOLO series. Therefore, we choose the 
framework of YOLOv8 [4] as the baseline to improve, use RSELAN as the 
backbone for feature extraction and FSCFF as the feature fusion network 
for feature fusion, resulting in a new real-time detector RFSC-Net.

3. Method

In this section, we provide a detailed introduction to RFSC-Net. The 
overall structure of RFSC-Net is shown in Fig. 1, consisting of a feature 
extraction network RSELAN, a multi-scale feature fusion network 
FSCFF, and a prediction head. Based on the YOLOv8n structure, we 
make improvements to the backbone and the multi-scale feature fusion 
network. Now, we will focus on RSELAN and FSCFF, describing their 
internal structures.

3.1. The design of the RSELAN structure

3.1.1. The design of RepELAN
RepELAN adopts a multi-branch structure design similar to ELAN, as 

depicted in Fig. 1. The multi-branch design allows gradients to flow 
through multiple paths, enhancing gradient propagation, reducing 
gradient vanishing, and strengthening the network's ability to process 
and receive gradients, enabling it to become deeper. What's more, 
different branches learn different features during feature learning, 
avoiding the model falling into local optimum. Using a multi-branch 
structure for feature extraction can capture features of different recep-
tive field sizes, increasing the diversity of feature learning.Typically, 
during model training, multi-branch convolution is used to enhance the 
non-linear capabilities of network and provide diverse connections, 
thereby improving the representational power of the network. However, 
directly using multi-branch convolution to enhance the representational 
capacity of the model also increases inference costs. In contrast, 
RepConv [35] is multi-branch during training but single-branch during 
inference, which increases only the training cost without adding to the 
inference burden. Considering both model accuracy and speed, we 
choose RepConv to replace conventional convolution.

RepELAN inspired by the multi-branch design, drawing mainly from 
the C2f design in YOLOv8 [4], removes the 1 ×1 convolution from the 
firstbranch compared to ELAN and performs multi-branch operations 
post-convolution. We replace the regular 3 × 3 convolution with a 
reparameterized convolution, as shown in Fig. 2 (b), where normal 
Bottleneck uses two regular 3 × 3 convolutions, while DRepBottleneck 
uses two re-parameterization 3 × 3 convolutions followed by a shortcut 
connection.

3.1.2. Feature compensation branch
Due to the insufficient feature information of objects under low light 

conditions, directly using pooling operations for downsampling can lead 
to a reduction in image information and fail to adequately preserve 
detailed information. We use SPD-Conv [41] (Space-to-depth Convolu-
tion) for downsampling, as detailed in Fig. 3, which achieves down-
sampling by splitting and reorganizing the pixel values of the input 
feature map. Since the pixel values of the feature map do not change, 
this method preserves as much detailed information as possible in the 
lower-level feature maps. After downsampling, dimension alignment is 
achieved through 1 × 1 convolution. The use of SPD-Conv is illustrated 
in RSELAN, as shown in Fig. 1. Before each downsampling convolution 
operation, the SPDConv downsampling operation is performed to retain 
more shallow layer detailed information, which compensates for the 
higher-level feature maps, thereby adding more detailed information to 
the high-level semantic feature maps. Such as edge detailed information, 
texture information of object features, these details which are already 
scarce in low-light environments, are significantly lost after feature 
extraction, and as the network deepens, detailed information is severely 
missing, which will reduce the final detection accuracy. We minimize 
the loss of details during forward propagation by progressively 
compensating low-level semantic information into high-level feature 
maps.

After obtaining the feature maps of the compensation branch and the 
main branch, it is necessary to fuse the features. General feature fusion 
methods usually perform direct addition operations, which overlooks 
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the varying importance of different feature maps. It is unreasonable to 
assign a higher weight to the feature maps that contribute less. This can 
result in containing less valid information in the fused feature maps, thus 
degrading the performance of object detection. Therefore, we use 
learnable weight feature fusion method (LWFusion), with the specific 
calculation method as follows: 

pi =
∑n

i=0

wi

ϵ + Σjwj
⋅Ii#(1)

the parameter wj is derived from wi through the SiLU activation function. 
Here, wi is a learnable parameter. The ith feature map involved in the 
fusion is represented as Ii. A very small number ϵ, set to 0.0001 in this 
paper, is used to prevent numerical instability. The value n epresents the 
number of feature maps in the fusion, and pi is the resulting feature map 
output after fusion. This normalization method restricts the weight 
values within the range [0–1], avoiding the occurrence of outliers and 
making the training process more stable.

Fig. 1. The RFSC-Net consists of three components: RSELAN, FSCFF, and the Predict Head.

Fig. 2. The architecture of DRBottleneck and RepConv.
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3.2. Design of the FSCFF architecture

3.2.1. The design of GCGEALN
This section describes the GCGELAN structure, as showcased in 

Fig. 4. The GELAN [42] structure is a generalized efficient aggregation 
network. It balances lightweight design, inference speed, and detection 
accuracy by combining ideas from CSPNet [33] and ELAN [34]. Inter-
nally, GELAN uses RepConv to replace regular convolution, enhancing 
the richness of feature extraction. Within GELAN, a RepNCSP structure 
is utilized. The detailed architecture of RepNCSP is depicted in Fig. 5. 
RepNCSP uses reparameterization convolution within CSPDarkNet. The 
RepBottleneck structure is illustrated in Fig. 2 (c). It replaces the first 
regular convolution in the Bottleneck with a RepConv, thus adding only 
a minimal training cost without increasing inference expenses.

The design of GELAN [42] allows the branches inside RepNCSP to 
access multi-branch feature information and extract richer semantic 
information. However, for the two branches that have not undergone the 
RepNCSP structure, they are connected by identity, without any feature 
transformation operations. For these two branches, the retained infor-
mation tends more towards the original input information. Since the 
original feature map contains a lot of information, during the feature 
fusion stage, it is not necessary to extract as much information as in the 
feature extraction network. Instead, it should focus more on which 
features to fuse and how to perform the fusion. The GELAN network has 
considered the question of how to do the fusion, but has not chosen 

which features to integrate. Therefore, we conduct a screening of the 
input feature maps to allow the model to focus on important information 
and reduce focus on secondary information. Based on this idea, we 
designed three structures using a Global Context (GC) [43] attention 
mechanism to filter features. The specific locations where GC is added 
are shown in Fig. 4. A structural diagram of GC can be found in Fig. 6.

3.2.2. Integration of features at the same scale
The top-down information flow pathway in the FPN [19] network 

allows the lower-level feature maps to contain the high-level semantic 
information found in upper-level feature maps, enriching the semantic 
information in the lower-level feature maps. Building on the FPN 
network, PANet [21] adds a bottom-up pathway that integrates the 
precise location information contained in lower-level feature maps into 
the upper-level feature maps, compensating for the lack of positional 
information in the higher-level feature maps. After feature fusion 
through PA-FPN, both low-level and high-level feature maps contain 
rich semantic and positional information. In the process of bidirectional 
feature fusion by PA-FPN, due to the increase in propagation paths, there 
is also an increase in feature loss. Although it fuses with the feature maps 
of the same scale in the FPN path each time, the PANet path is relatively 
deeper compared to the initially ex- tracted feature maps. Therefore, 
using only a fusion may not be sufficient to compensate for the feature 
loss. Therefore, in the three feature maps of the bottom-up path output 
in PA-FPN, we use identity connections on the two higher-level feature 

Fig. 3. The structure of SPD-Conv.

Fig. 4. The architecture of GCGELAN: (a) GELAN, (b) integrate a Global Context (GC) block antecedent to the Chunk processing stage, (c) applies a GC block 
subsequent to the Concatenation operation and (d) implements a GC block in a parallel fashion with respect to the primary computational branch.
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maps output by PA-FPN to increase the degree of fusion of the output 
feature maps. The type of connection is shown in Fig. 1 as a Skip 
Connection. The feature fusion operation used is the same as the method 
of the feature extraction network, adopting the LWFusion method, 
which achieves a greater degree of feature fusion at a minimal cost.

3.2.3. The design of ASFFLH
The output results of PA-FPN are used as the input for ASFFLH, 

whose process flowchart is shown in Fig. 7. ASFFLH first scales the 
feature maps from different layers to the same size, and then performs 
adaptive fusion on the scaled feature maps. The number of channels and 
the size of the feature maps after adaptive fusion are the same as the 
input of this layer. Since the data flow in feature fusion is only from 
bottom to top, which means, from larger feature maps to smaller scale 
feature maps for information compensation, there is only downsampling 
during feature map scaling, with no upsampling involved. For feature 
maps that are downsampled by a factor of two, we use a 3 × 3 convo-
lution kernel with a stride of 2. For feature maps that are downsampled 
by a factor of four, maximum pooling is first used for one scaling, fol-
lowed by downsampling using a convolution kernel with a stride of 2 
and a size of 3 × 3. After scaling the feature map size for channel 
alignment, all feature maps are subjected to channel compression. A 
general practice is used here, employing a convolution kernel of size 1 ×
1 with a stride of 1, compressing the number of channels in all feature 
maps to the same amount. The number of channels we set is the same as 
the implementation in ASFF [22], using eight channels. After scaling, 
the low-level feature maps are adaptively fused with the high-level 
feature maps, as shown in the ASFFLH2 and ASFFLH3 modules in 
Fig. 7. The fusion formula is as follows: 

yl
ij =

∑l

k=0
αk→l

ij ⋅xk→l
ij (2) 

here l ≥ 1, where l is the layer number, k represents the feature map 
from the kth layer, xk→l

ij is the feature map resized from the kth layer to the 
lth layer, with ij as spatial coordinates, αk→l

ij is the weight of each position 
in the feature map, and yl

ij is the output feature map after fusing the 

feature maps of lth layer. The calculation formula for αk→l
ij is as follows: 

αk→l
ij =

eαk→l
ij

∑l

k=0
eαk→l

ij
(3) 

the calculation of is completed through the Softmax activation function. 
After normalization, the range of the weight is restricted to the interval 
[0–1], making the process more stable.

At l = 0, the shallowest feature map is obtained, which does not 
undergo feature fusion with other layers. Therefore, the aforementioned 
adaptive fusion operations for feature compensation are not conducted. 
Given the characteristics of the feature map at layer 0, lower-level 
feature maps have a lesser degree of feature fusion. In the PA-FPN 
process, only one GCGELAN fusion process is conducted, and the 
feature map of this layer might have insufficient feature fusion. In the 
layer 0 of ASFFLH, fusion operation is performed again to enhance the 
degree of feature information fusion. Considering that the objects in the 
lower-level feature maps are smaller, retaining more detailed informa-
tion helps improve detection accuracy. Therefore, no attention mecha-
nism is used during fusion to maintain uniformity with the structure in 
PA-FPN. For instance, if GCGELAN is used in PA-FPN, then the fusion 
module used in the layer 0 of ASFFLH would be GELAN without GC 
attention.

Fig. 5. The structure of RepNCSP.

Fig. 6. The Global Context (GC) block structure consists of two parts: the 
Context and the Transform structures.
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After the feature maps pass through the ASFFLH, they are once again 
merged with the shallow feature maps, thereby enriching the feature 
information in the high-level feature maps. For the lowest layer feature 
maps, after passing through GELAN, the features in the feature maps are 
more fully integrated.

4. Experiments

4.1. Experimental setup

Implementation details: This paper evaluates experiments conducted 
on ExDark, and generalization experiments on VisDrone, DarkFace, 
COCO 2017, and PASCAL VOC 2007 + 2012. Table 1 shows the number 
of categories as well as the training and validation sets for each dataset. 
We train all the models from scratch, standardizing the training for 300 
epochs with a batch set to 32. The optimizer uses Stochastic Gradient 
Descent (SGD) with weight decay, setting the weight decay rate at 0.005 
and the initial learning rate at 0.01. Warmup is used for the learning rate 
during the first three epochs, followed by a linear change in the learning 
rate thereafter. In the preprocessing, data augmentation techniques such 
as Mosaic, MixUp, Random HSV, Random Affine, and Horizontal Flip are 
used, with the Mosaic data augmentation off in the last 10 epochs. Our 
experiments are conducted on GeForce RTX 2080 Ti.

Evaluation Metrics: We use mean Average Precision as the evalu-
ation metric for experiment, which includes mAP and AP50. Addition-
ally, the parameters (Params), Giga Floatingpoint Operations Per 
Second (GFLOPs), and Latency of the model are assessed.

4.2. Comparison experiment

Comparison of lightweight feature extraction networks: Table 2
shows a comparison of RSELAN with different lightweight backbones in 
RFSC-Net, achieving the highest accuracies of 44.0% and 69.3% 
compared to other backbones trained from scratch. In comparative ex-
periments, GhostNetV2 1.0×, based on the CNN method, has the highest 
detection accuracy among the backbones. RSELAN exceeds GhostNetV2 
1.0× by 0.4% in mAP and 0.6% in AP50, while the overall model has 
less than half the parameters of GhostNetV2 1.0× and requires 0.2 G less 
in computational resources. Compared to MobileNetV2 0.5× [11], 
which has the lowest number of parameters, RSELAN achieves a 1.3% 

Fig. 7. Adaptive Spatial Feature Fusion Mechanism from Low-level Semantics to High-level Semantics (ASFFLH) requires scaling the features of other layers entering 
each layer to the same size, and then fusing them based on learnable weight.

Table 1 
Sizes and Number of Categories of Training and Validation Sets in Different 
Datasets.

Dataset Training 
Set

Validation 
Set

Number of 
Classes

Exdark [23] 5890 1473 12
VisDrone [26] 6471 548 10
DarkFace [27] 4800 1200 1
COCO 2017 [24] 118,287 5000 80
PASCAL VOC 2007 + 2012 

[25]
16,551 4952 20

Table 2 
Comparison of Different Lightweight Backbones in RFSC-Net.

Backbone Params 
(M)

FLOPs 
(G)

mAP AP50

CSPDarknet [33] +FSCFF 4.4 10.8 42.8% 68.2%
MobileNetV2 0.5× [11] + FSCFF 2.6 8.1 42.7% 67.6%
MobileNetV2 0.75× [11] + FSCFF 3.3 9.6 42.6% 67.6%
MobileNetV3-Small 1.0 [12] +

FSCFF
3.0 8.0 40.7% 64.6%

ShuffleNetV1 0.5× [13] + FSCFF 2.9 8.2 36.1% 59.9%
ShuffleNetV1 1.0× [13] + FSCFF 3.6 10.2 38.2% 62.6%
ShuffleNetV2 1.5× [14]+ FSCFF 4.4 11.7 40.6% 65.1%
ShuffleNetV2 1× [14] + FSCFF 3.2 9.2 39.6% 63.9%
FasterNet-T0 [17] + FSCFF 4.5 12.4 39.0% 63.6%
GhostNetV2 1.0× [16] + FSCFF 6.5 10.3 43.6% 68.7%
MobileViT-XXS [15] + FSCFF 3.6 11.7 43.7% 68.9%
RepViT-M0.6 [18] + FSCFF 4.5 13.6 40.3% 65.4%
RSELAN + FSCFF (Ours) 3.0 10.1 44.0% 69.3%
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and 1.7% increase in mAP and AP50 respectively, with only an addi-
tional 0.4 M parameters. Among lightweight Vision Transforms, RepViT 
[18] and MobileViT [15] are two of the better-performing backbones. 
Additionaly, RSELAN exceeds Mobile ViT-XXS by 0.3% in mAP and 
0.4% in AP50, while also reducing the computational load by 1.6 G. 
RSELAN achieves the highest accuracy with parameter counts and 
computational load comparable to other backbones.

Comparison of multi-scale feature fusion: Table 3 shows a com-
parison between FSCFF in RFSC-Net and the current generally used 
multi-scale feature fusion methods. Using the C2f structure from the 
baseline in the feature fusion network for comparison. Compared to 
other feature fusion methods, it achieves the highest mAP of 44.0% and 
AP50 of 69.3% on the low-light dataset ExDark. Compared to PA-FPN 
[19], the mAP and AP50 of FSCFF increased by 2.0% and 1.5%, 
respectively, with only a 0.3 M increase in the number of parameters. 
The feature fusion network used in ASFF [22] is a combination of FPN 
and ASFF. Compared to using FPN for feature fusion, the mAP and AP50 
using FSCFF improved by 3.9% and 3%, respectively.

Comparison of attention mechanisms: The effects of using 
different attention mechanisms in GCGELAN are compared in Table 4: 
channel attention, coordinate attention, serial channel-space attention, 
and parallel channel-space attention. The results indicate that the 
attention mechanism plays a crucial role in final detection accuracy, and 
using the appropriate attention method will significantly improve 
recognition accuracy. Among the four types of attention mechanisms, 
channel attention, coordinate attention, and serial channel-space 
attention perform poorly, showing a significant drop in accuracy 
compared to not using any attention mechanism. The parallel BAM [44] 
perform better than the other three, but there is still a decrease of 0.5% 
in mAP and 0.7% in AP50. GC is the only attention mechanism in all 
tested that surpassed the RFSC-Net without using attention. This sug- 
gests that GC can capture more global, which helps improve detection 
ac- curacy under low-light conditions.

Comparison with various SOTA methods: Table 5 shows a com-
parison between RFSC-Net and other real-time detectors trained from 
scratch. With the same number of parameters as YOLOv8n, the mAP and 
AP50 of RFSC- Net increase by 2.0% and 2.1% respectively compared to 
the baseline, with only a 0.4 ms increase in inference speed. Gold-YOLO- 
n achieved an AP50 of 43.7% with a latency of only 2.9 ms. However, 
compared to RSFC-Net, its mAP is 0.3% lower, and its parameters count 
is four times that of RSFC-Net. Compared to YOLOv9t, the mAP of 
RFSCNet improve by 1.5%, and the AP50 is higher 2.3%. Among all the 
models compared, YOLOv9s exhibits the highest accuracy; however, it 
also has significantly more parameters and a higher computational cost 
compared to RFSC-Net. In summary, RFSC-Net strikes a favorable bal-
ance between model size, accuracy, and speed compared to the other 
models.

4.3. Ablation study

Ablation among the components of RFSC-Net: We use the archi-
tecture of YOLOv8n as the baseline model to verify the effects of 
different structures relative to the baseline model. As shown in Table 6, 
each structure is used in replacement of the base YOLOv8n. Notably, 
RSELAN employs 512 channels in stage 4, which is half the number of 

channels used by the YOLOv8 model. Correspondingly, in the feature 
fusion network, the number of output channels for the High Prediction 
Layer part is also 512. Experimental results indicate that while the mAP 
of RSELAN did not in- crease, the number of channels used in the fourth 
stage of RSELAN is half of that in YOLOv8n. As a result, the parameters 
count of the model is reduced by 0.3 M, and AP50 is increased by 0.6%. 
The use of GCGELAN and RSELAN improves both mAP and AP50. It can 
be seen from the results that the combined use of FSCFF* and GCGELAN 
more effective than using them independently. Overall, different com-
binations contribute to the improvement of accuracy, but the combi-
nation of the three is the most effective, achieving 44.0% mAP and 
69.3% AP50.

Ablation among the components of RSELAN: In order to verify the 
effect of Feature Compensation Branch, we conduct ablation experi-
ments on Feature Compensation Branch in RSELAN, and the results of 
these explorations are presented in Table 7. We conduct experiments 
with different Feature Compensation Branches. From the results of the 
experiments, we can find that preserving shallow semantic information 
has different degrees of benefits for the accuracy of RFSC-Net by using 
Feature Compensation Branches. Among them, the combination of SPD- 
Conv and LWFusion has the best performance, with mAP and AP50 
increasing by 1.1% and 1.4% respectively compared to the case without 
using the feature compensation branch.

Ablation of GC at different locations in GCGELAN: We conduct 
ablation experiments on different positions of GC in GCGELAN, Table 8. 
Compared with not using GC, when GC is placed before and after Res 
NCSP in GCGLEAN, the accuracy is lower than that without using GC. 
We believe that applying the attention mechanism to the features pro-
cessed by the RepNCSP branch will lead to overconcentration and in-
formation loss. In order to reduce information loss, we only apply the 
attention mechanism to branches that do not pass through RepNCSP. 
The final experimental results show that both mAP and AP50 have 
increased.

Ablation of ASFFLH module: As shown in Table 9, the results of 
using ASFFLH and ASFF in RFSC-Net indicate that the accuracy of using 
ASFF decreases by 0.1% compared to direct prediction. This validates 
our previous hypothesis that the fusion of higher-level semantic infor-
mation with lower-level semantics can cause semantic conflicts, thereby 
affecting the predictions at that level. Due to the use of adaptive feature 
fusion, the influence of semantic conflicts is minimal, but the number of 
parameters and computations significantly increases. The fusion of 
ASFFLH improves by 1.1% compared to not using it, and AP50 improves 
by 0.8%. The number of parameters and computations is the same as 
using ASFF, validating that the semantic supplementation from lower- 
level semantics to higher-level feature maps contributes greatly to the 
improvement of final detection accuracy.

Ablation of different blocks in ASFFLH 0th layer: As illustrated in 
Table 10, in the 0th layer of ASFFLH, we experimented with some 
generally used blocks in current lightweight networks. Obviously, from 
the experimental results, GELAN has the highest accuracy. Using blocks 
different from those in feature fusion networks is not conducive to 

Table 3 
Comparison of different multi-scale feature fusion methods in RFSC-Net.

Method Params (M) FLOPs (G) mAP AP50

RSELAN + FPN [21] 1.6 9.3 40.1% 66.0%
RSELAN + PA-FPN [19] 2.7 8.4 42.0% 67.8%
RSELAN + ASFF [22] 2.3 8.7 41.1% 67.5%
RSELAN + BiFPN [20] 2.4 8.3 41.9% 67.6%
RSELAN + AFPN [45] 1.9 7.4 39.3% 63.8%
RSELAN + ResGFPN [46] 2.9 8.6 42.2% 68.4%
RSELAN + FSCFF(Ours) 3.0 10.1 44.0% 69.3%

Table 4 
Comparison of different attentions in GCGELAN.

Attention Module Params (M) FLOPs (G) mAP AP50

GELAN [42] 3.0 10.1 43.7% 68.9%
GEALN+BAM [44] 3.0 10.1 43.2% 68.2%
GEALN+CA [47] 3.0 10.1 42.3% 67.1%
GEALN+ECA [48] 3.0 10.1 42.4% 67.6%
GEALN+ELA [49] 3.0 10.1 42.9% 67.7%
GEALN+EMA [50] 3.0 10.2 42.3% 67.3%
GEALN+GAM [51] 4.3 14.4 41.8% 66.6%
GEALN+SE [52] 3.0 10.1 42.5% 67.5%
GEALN+CBAM [53] 3.0 10.1 42.4% 67.4%
GEALN+ShuffleAttention [54] 3.0 10.1 42.5% 66.9%
GEALN+GC [43] 3.0 10.1 44.0% 69.3%
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improving detection accuracy, verifying what we mentioned in 3.2.3 
that using blocks with consistent overall structure can maximize the 
effectiveness of ASFFLH.

Result visualization: Fig. 9 shows the detection results of RFSC-Net 
with YOLOv8n YOLOv9t and YOLOv10n on ExDark, which significantly 

improves the detection of underrepresented objects compared to other 
models. Additionally, we use GradCAM [57] to visualize the final three 
layers of prediction feature maps, as shown in Fig. 8. Under low light 
conditions, the four detectors have comparable detection performance 
for large objects, but RFSC-Net demonstrates superior performance in 
learning about and small objects.

4.4. Generalization experiment

To validate the generalizability of RFSC-Net, we conduct experi-
ments on COCO 2017, PASCAL VOC 2007 + 2012, VisDrone, and 
DarkFace. The experimental results are shown in Table 11. For the small 
object dataset VisDrone, RFSC-Net improves the mAP by 1.6% compared 
to the baseline. On the low-light small object dataset DarkFace, RFSCNet 
also achieves a 0.5% improvement in mAP compared to the baseline. 

Table 5 
Comparison of RFSC-Net with the Latest Real-Time Detectors. Latency is the result of averaging the inference across all validation sets in ExDark. Latency is measured 
on a a GeForce RTX 2080 Ti.

Method Input Size Params(M) FLOPs(G) mAP AP50 Latencybs¼32

YOLOv8n (baseline) [4] 640 3.0 8.1 42.0% 67.2% 3.3 ms
YOLOv3tiny [6] 640 12.1 18.9 33.8% 60.2% 7.6 ms
YOLOv5n 640 1.8 4.2 33.3% 61.3% 2.3 ms
YOLOv5s 640 7.0 15.9 38.0% 67.2% 8.6 ms
YOLOv6n [1] 640 4.6 11.4 42.7% 68.8% 4.3 ms
YOLOXtiny [3] 416 5.0 7.6 33.7% 63.4% 5.4 ms
YOLOv7tiny [2] 416 6.0 13.1 39.6% 67.9% 12.2 ms
YOLOv8s [4] 640 11.1 28.5 43.7% 69.7% 4.0 ms
YOLOv9t [9] 640 2.0 7.6 42.5% 67.0% 2.7 ms
YOLOv9s [9] 640 7.2 26.8 45.7% 71.6% 4.1 ms
YOLOv10n [8] 640 2.7 8.3 41.0% 65.9% 2.4 ms
YOLOv10s [8] 640 8.0 24.5 43.8% 69.8% 3.7 ms
Gold-YOLO-n [55] 640 12.0 5.6 43.7% 70.1% 2.9 ms
RFSC-Net (Ours) 640 3.0 10.1 44.0% 69.3% 3.7 ms

Table 6 
Ablation of different structures in RFSC-Net. FSCFF* refers to the FSCFF that 
uses C2f instead of GCGELAN.

RSELAN GCGELAN FSCFF* Params 
(M)

FLOPs 
(G)

mAP AP50

× × × 3.0 8.1 42.0% 67.2%
√ × × 2.7 8.4 42.0% 67.8%
× √ × 2.8 8.4 42.7% 68.0%
× × √ 4.3 10.0 42.3% 67.7%
√ √ × 2.4 8.6 42.1% 67.2%
√ × √ 4.0 10.3 42.7% 67.8%
× √ √ 4.4 10.8 42.8% 68.2%
√ √ √ 3.0 10.1 44.0% 69.3%

Table 7 
Ablation study of different Feature Compensation Branches in RSELAN. No use 
means that the feature compensation branch is not used.

Method Params (M) FLOPs (G) mAP AP50

No use 2.9 9.8 42.9% 67.9%
AvgPool + LWFusion 2.9 9.9 43.0% 67.6%
MaxPool + LWFusion 2.9 9.9 43.6% 68.9%
SPD-Conv + LWFusion 3.0 10.1 44.0% 69.3%

Table 8 
Ablation of GC at different locations in GCGELAN.

Location Params (M) FLOPs (G) mAP AP50

None 3.0 10.1 43.8% 68.9%
Before 3.0 10.1 42.0% 66.9%
After 3.2 10.3 43.3% 68.8%
Middle (Ours) 3.0 10.1 44.0% 69.3%

Table 9 
Ablation of multi-scale adaptive fusion in RFSC-Net divides the fusion into three 
cases: No use, ASFF, and ASFFLH. No use makes predictions directly after PA- 
FPN.

Method Params (M) FLOPs (G) mAP AP50

No use 2.3 8.6 42.9% 68.5%
ASFF [22] 3.0 10.1 42.8% 68.5%
ASFFLH 3.0 10.1 44.0% 69.3%

Table 10 
Ablation of different blocks in ASFFLH 0th layer. Identity is the act of returning 
the input directly without applying any operations.

Block Params (M) FLOPs (G) mAP AP50

Identity 3.0 9.6 43.2% 68.6%
GCGELAN 3.0 10.1 43.5% 68.9%
C2f [4] 3.0 9.9 43.2% 68.3%
C3 [33] 3.0 9.8 43.7% 69.0%
Residual Block [29] 3.0 9.6 43.4% 68.3%
FasterNet Block [17] 3.0 9.6 42.4% 67.2%
StartNet Block [56] 3.0 10.1 42.3% 67.3%
ELAN [34] 3.0 10.2 43.5% 68.2%
GELAN [42] 3.0 10.1 44.0% 69.3%

Fig. 8. Comparison of RFSC-Net with YOLOv8n, YOLOv9t, and YOLOv10n for 
heatmap prediction.
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Furthermore, on COCO 2017 and PASCAL VOC 2007 + 2012, RFSC-Net 
outperforms the baseline by 1.9% and 2.5% in mAP, respectively. It is 
evident that RFSC-Net is not only effective in low-light condition 
detection but also shows significant improvement on the more chal-
lenging DarkFace dataset.

5. Conclusion

This paper introduces RFSC-Net to tackle the problem of detail in-
formation loss in images during the forward propagation process. We 
propose a forward information compensation concept to counteract the 

loss of information during the forward propagation process, thus pre-
serving sufficient details for the final detection and improving detection 
accuracy. RFSC-Net achieved a 2.0% increase in mAP compared to 
YOLOv8n, without adding more parameters, and the inference speed 
increased by only 0.4 ms.

However, there are still some issues in the current work. We find that 
RFSC-Net reduces the loss of detailed information during the forward 
propagation process, retaining more shallow information. However, due 
to the limited effective information in low-light images, the retained 
detailed features may be discontinuous. Consequently, the detector may 
interpret these discontinuous features as separate objects, leading to a 
single object being misidentified as multiple objects. In addition, 
although retaining more shallow semantic information can provide 
more useful information, it also retains more noise, which can affect the 
judgment of detector and reduce detection accuracy. Directly using 
image enhancement techniques results in a high computational cost. We 
are exploring the possibility of filtering out noise from the retained in-
formation in real-time conditions, aiming to enhance the quality of this 
information.

Fig. 9. Comparison of detection results of RFSC-Net with YOLOv8n, YOLOv9t, and YOLOv10n on the ExDark validation set.

Table 11 
The performance of RFSC-Net on different datasets.

Dataset mAP AP50

YOLOv8n RFSC-Net YOLOv8n RFSC-Net

VisDrone 19.4% 21.0% 33.3% 35.6%
DarkFace 19.4% 19.9% 45.8% 46.9%
PASCAL VOC 2007 + 2012 59.1% 61.6% 79.6% 81.0%
COCO2017 36.1% 38.0% 50.8% 52.9%
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